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Write your Master Thesis with us! 
Analysis of Semantic Scene Understanding Methods for their Deployment 
in Unmanned Aerial Vehicles 
 

Recent advances in visual-language models have created many opportunities to 
enhance semantic understanding for UAV task applications. Computer vision research 
has established methods for semantic segmentation and contextual scene 
interpretation in ground-based scenarios which makes the system understand the 
objects and their semantic relationship, spatial understanding and functional roles 
within complex environments. However, it is challenging to deploy these semantic 
understanding models on UAV platforms. We focus on investigating how scene 
understanding models trained on ground-based data generalize to aerial perspectives 
while maintaining the semantic reasoning abilities. 

Your Tasks 

• Literature review on the state-of-the-art of real-time scene understanding  
• Develop different methods to achieve real-time understanding 
• Evaluate the application of the methods from real-world UAVs platform 

(e.g. ModalAI, Crazyflie 2.1) 
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• Interest in computer vision, scene understanding and UAVs 
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